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Abstract.  In this paper a comparison of the most recent algorithms for 
Multiobjective Optimization is realized. For this comparison are used the 
followings algorithms: Strength Pareto Evolutionary Algorithm (SPEA),  Pareto 
Archived Evolution Strategy (PAES), Nondominated Sorting Genetic Algorithm 
(NSGA II), Adaptive Pareto Algorithm (APA). The comparison is made by using 
five test functions. 
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1.Introduction 

In the last years many multiobjective optimization algorithms have been 
proposed. Strength Pareto Evolutionary Algorithm (SPEA, [11]), Pareto Archived 
Evolution Strategy (PAES, [6]), Pareto Envelope – based Selection Algorithm (PESA, 
[1]), Nondominated Sorting Genetic Algorithm (NSGA II, [3]) and SPEA II ([12]), 
Adaptive Pareto Algorithm (APA, [4], [5]) are some of them.  

In this paper we realize a comparison of some of them. For this comparison 
are used five test functions introduced by Zitzler and Deb in [9].  

The paper is structured as follows: section 2 is a short resume of the principal 
recent evolutionary techniques for multiobjective optimization and in the section 3 a 
comparison of some recent evolutionary techniques is realized.     

 
2.Recent MOEAs 
 

In the last years a number of evolutionary algorithms for multiobjective 
optimization have been proposed. Some of them will be shortly reviewed here.  

 
2.1.Strength Pareto Evolutionary Algorithm (SPEA) 

 
Zitzler and Thiele have been proposed an elitist evolutionary algorithm called Strength 
Pareto Evolutionary Algorithm (SPEA) ([11], [9]). The algorithm maintains an 
external population at every generation storing all nondominates solutions obtained so 
far. At each generation external population is mixed with the current population. All 
nondominated solutions in the mixed population are assigned fitness based on the 
number of solutions they dominate. Dominated solutions are assigned fitness worse 
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than the worst fitness of any nondominates solutions. A deterministic clustering 
technique is used to ensure diversity among nondominates solutions. 
 
2.2.Pareto Archived Evolution Strategy (PAES) 

  
Knowles and Corne [6] have been proposed a simple evolutionary algorithm 

called Pareto Archived Evolution Strategy (PAES). In PAES one parent generates by 
mutation one offspring. The offspring is compared with the parent. If the offspring 
dominates the parent, the offspring is accepted as the next parent and the iteration 
continues. If the parent dominates the offspring, the offspring is discarded and the new 
mutated solution (new offspring) is generated. If the offspring and the parent do not 
dominate each other, a  comparison set of previously nondominated individuals is 
used. 

For maintaining population diversity along Pareto front, an archive of 
nondominated solutions is considered. A new generated offspring is compared with 
the archive to verify if it dominates any member of the archive. If yes, then the 
offspring enters the archive and is accepted as a new parent. The dominated solutions 
are eliminated from the archive. If the offspring does not dominate any member of the 
archive, both parent and offspring are checked for their nearness with the solution of 
the archive. If the offspring resides in the least crowded region in the parameter space 
among the members of the archive, it is accepted as a parent and a copy is added to the 
archive. 

 
2.3.Nondominated Sorting Genetic Algorithm (NSGA) 

 
K. Deb and his students [3] suggested a fast elitist Nondominated Sorting 

Genetic Algorithm (NSGA II). In NSGA II, for each solution x the number of 
solutions that dominate solution x is calculated. The set of solutions dominated by x is 
also calculated. The  first front (the current front) of the solutions that are 
nondominated is obtained.  

Let us denote by Si the set of solutions that are dominated by the solution xi. 
For each solution xi from the current front consider each solution xq from the set Si. 
The number of solutions that dominates xq is reduced by one. The solutions which 
remain nondominates after this reduction, will form a separate list. This process 
continues using the newly identified front as the current front.  

Let P(0) be the initial population of size N. An offspring population Q(t) of 
size N is created from current population P(t). Consider the combined population 

 R(t) = P(t) ∪ Q(t). 
Population R(t) is ranked according nondomination. The fronts F1, F2,  ... are obtained. 
New population P(t+1) is formed by considering individuals from the fronts F1, F2,  ...,  
until the population size exceeds N. Solutions of the last allowed front are ranked 
according to a crowded comparison relation. 
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NSGA II uses a parameter (called crowding distance) for density estimation 
for each individual. Crowded distance of a solution x is the average side-length of the 
cube enclosing the point without including any other point in the population. Solutions 
of the last accepted front are ranked according to the crowded comparison distance. 

NSGA II works as follows. Initially a random population, which is sorted 
based on the nondomination, is created. Each solution is assigned a fitness equal to its 
nondomination level (1 is the best level). Binary tournament selection, recombination 
and mutation are used to create an offspring population. A combined population is 
formed from the parent and offspring population. The population is sorted according 
to the nondomination relation. The new parent population is formed by adding the 
solutions from the first front and the followings until exceeds the population size. 
Crowding comparison procedure is used during the population reduction phase and in 
the tournament selection for deciding the winner. 

 
2.4.Strength Pareto Evolutionary Algorithm (SPEA 2) 

 
Zitzler, Laumanns and Thiele [12] have proposed SPEA 2 as a variant of 

SPEA. SPEA 2 uses two populations. External population is initially empty. After 
fitness evaluation, all nondominated solutions from current population and from 
external population are passed in the next population. If the number of these solutions 
is less than population size than the next population is fill with dominates individuals 
from current and external population. The differences between SPEA and SPEA 2 are 
fitness assignment and a truncation operator. The fitness function is differently 
calculated for the solutions from the external and current populations. In contrast to 
SPEA, SPEA 2 uses a fine – grained fitness assignment strategy. This incorporates 
density information to discriminate between individuals having identical fitness value. 
The archive size is fixd. Whenever the number of nondominated individuals is less 
than the predefined archive size, the archive is filled up by dominates individuals. The 
clustering technique (which SPEA uses when the nondominate front exceeds the 
archive limit) has been replaced by an alternative truncation method. This truncation 
method does not loose boundary points. Another difference with respect to SPEA is 
that only members of the archive participate in the mating selection process.  

 
2.5.Adaptive Pareto Algoritm (APA) 

D. Dumitrescu, C. Groşan and M. Oltean proposed in [4] and [5] a new 
algorithm for multiobjective optimization called Adaptive Pareto Algorithm (APA). 
This algorithm uses a new technique called Adaptive Representation Evolutionary 
Algorithm (AREA). The main idea of this technique is to allow each solution be 
encoded over a different alphabet. Moreover, the representation of a particular 
solution is not fixed. Representation is adaptive and may be changed during the search 
process as effect of mutation operator. 
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Each AREA individual is represented as a pair (x, B) where B is an integer 
number, B ≥ 2 and x is a string of symbols from the alphabet {0, 1, …, B-1}. If B = 2, 
the standard binary encoding is obtained. The alphabet over which x is encoded may 
change during the search process. 

APA uses a single population of individuals. Initial population is randomly 
generated. Each individual is selected for mutation, which is the unique variation 
operator. The offspring and parent are compared. Dominance relation guides the 
survival. 

If the offspring dominates the parent then the offspring enters the new 
population and the parent is removed. If the parent dominates the offspring obtained in 
k successive mutations then another alphabet is chosen and the parent is represented in 
symbols over this alphabet. In this case only representation is changed and the 
encoded solution does not change. Adaptive representation mechanism and the 
survival strategy is generates an effective and efficient diversity preserving 
mechanism. 

 
3.Numerical comparisons 
 

We will compare the performance of our algorithm with SPEA, NSGA II, 
PAES, by using six test functions introduced by Deb, Zitzler and Thiele (1999). 
 
3.1. Test functions 

Each test function considered is built by using three functions f1, g, h. Let us 
define T(x) = (f1(x), f2(x)). The optimization problem is: 
 
Minimize T(x),  subject to f2(x) = g(x2,…,xm)h(f1(x1),g(x2,…,xm)), 
where x = (x1,..,xm). 

The five test functions used for comparison in this paper are: 
• The test function T1 is defined using the functions:  

where m = 30 and xi ∈ [0,1].  

Pareto optimal front for the problem T1 is convex and it is  formed with g(x) 
= 1. 

• The test function T2 is defined by considering the following functions: 
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where m = 30 and xi ∈ [0,1].  
The Pareto optimal front is formed with g(x) = 1. T2 is the nonconvex 

counterpart to T1. 
• The test function T3 presents a discreteness feature; its Pareto optimal front 

consists of several noncontiguous convex parts. The involved functions are: 

where m = 30 and xi ∈ [0,1].  
The Pareto optimal front is formed with g(x) = 1. The introduction of the sin 

function in the expression of function h causes discontinuity in the Pareto optimal 
front. However, there is not discontinuity in the parameter space. 

• The test function T4 contains 219 local Pareto optimal fronts and, therefore, it 
tests the EA ability to deal with multimodality. The involved functions are 
defined by: 

where m = 10, x1 ∈ [0,1] and x2,…,xm ∈ [-5,5].  
Global Pareto optimal front is formed with g(x) = 1. The best local Pareto 

optimal front with g(x) = 1.25.  
Note that not all local Pareto optimal sets are distinguishable in the objective 

space. 
• The test function T5 includes two difficulties caused by the nonuniformity of 

the search space. First, the Pareto optimal solutions are nonuniformly 
distributed along the global Pareto optimal front (the front is biased for 
solutions for which f1(x) is neat one). Second, the density of the solutions is 
lowest near the Pareto optimal front and highest away from the front.  
This test function is defined by using: 
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where m = 10, xi ∈ [0,1].  
The Pareto optimal front is formed with g(x) = 1 and is nonconvex. 

 
3.2. Comparisons 

 
Several numerical experiments were performed. APA gives the best result and 

a good approximation of the Pareto front for the test functions T1-T5.  
 

 
 
 

Figure 1. Test function T1. The Pareto optimal front is convex 
For both test functions T1 and T2, the differences between the four algorithms 
considered are very small (see Figure 1 and Figure 2). 
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Figure 2. Test function T2. The Pareto optimal front is nonconvex. 

          
 
 
          Figure 3. Test function T3. All algorithms considered give a 

good approximation of the Pareto front.  
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Figure 4. Test function T4. 

For test function T4, APA give the best arrangement on the Pareto front. This 
function has 219 local optima. A good local optima is obtained for g(x) = 1.25. The 
Global Pareto front is obtained when g(x) = 1.  

NSGA II and SPEA converge toward global Pareto front. PAES did not 
converge to the global Pareto front. 

 

 
Figure 5. Test function T5. 
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For test function T6, APA also gives the best arrangement on the Pareto front. 

PAES gives a good result.   
In these comparisons 25.000 function evaluations have been considered for 

each algorithm. 
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