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Abstract. A bi-univalent function is a univalent function defined on the unit disc for which the inverse function has a univalent extension to the unit disc. In this paper, estimates for the initial as well as higher order coefficients $\left|a_{4}\right|$ and $\left|a_{5}\right|$ of bi-univalent functions belonging to certain class defined by subordination and of functions for which $f$ and $f^{-1}$ belong to different subclasses of univalent functions are derived. Generalization of existing known results were also pointed out.
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## 1. Introduction

Let $\mathcal{A}$ denote the class of analytic functions defined on the open unit disc $\mathbb{D}=\{z:|z|<1\}$ of the form

$$
\begin{equation*}
f(z)=z+\sum_{n=2}^{\infty} a_{n} z^{n} \tag{1}
\end{equation*}
$$

Suppose that $\mathcal{S}$ is the subclass of $\mathcal{A}$ consisting of univalent functions. Being univalent, the functions in the class $\mathcal{S}$ are invertible; however, the inverse need not be defined on entire unit disc. The Koebe's one quarter theorem ensures that the image of the unit disc under every univalent function contains a disc of radius $1 / 4$. Thus, a function $f \in \mathcal{S}$ has an inverse defined on a disc contains $|w|<1 / 4$. It can be easily seen that

$$
\begin{equation*}
f^{-1}(w)=w-a_{2} w^{2}+\left(2 a_{2}^{2}-a_{3}\right) w^{3} \ldots, \tag{2}
\end{equation*}
$$

in some disc of radius atleast $1 / 4$. A function $f \in \mathcal{A}$ is said to be bi-univalent in $\mathbb{D}$, if both $f$ and $f^{-1}$ are univalent in $\mathbb{D}$, and is denoted by $\sigma$.

Lewin [3] investigated the class $\sigma$ of bi-univalent functions and obtained the bound for the second coefficient. Several authors have subsequently studied similar problems in this direction (see [5, 6, 9]). Brannan and Taha [5] considered certain subclasses of bi-univalent functions, similar to the familiar subclasses of univalent functions consisting of strongly starlike, starlike and convex functions. They introduced bi-starlike and bi-convex function and obtained bounds for initial coefficients. Serap Bulut in [1] investigated the subclass $B_{\Sigma}^{h, p}$ of analytic bi-univalent function and obtain estimates on the first two coefficients $\left|a_{2}\right|$ and $\left|a_{3}\right|$. The class $B_{\Sigma}^{h, p}$ generalize familier classes of bi-starlike, strongly bi-starlike. It should be remarked that, only very few articles that deal with higher order coefficients (See $[13,14,16]$ ).

Motivated by the aforementioned works, in this paper, we introduce and investigate an interesting subclass $R_{\sigma}(\alpha, \gamma, h, p)$ of analytic and bi-univalent function and obtain initial coefficients $\left|a_{2}\right|$ and $\left|a_{3}\right|$ and higher order coefficients $\left|a_{4}\right|$ and $\left|a_{5}\right|$. Our results would generalize and improve the results obtained in $[1,5]$.

For any two analytic functions $f$ and $g$ in $\mathbb{D}$, we say that $f$ is subordinate to $g$ written as $f \prec g$, if there exists a Schwarz function $w$ analytic in $\mathbb{D}$ with $w(0)=0$ and $|w(z)|<1$ such that $f(z)=g(w(z))(z \in \mathbb{D})$. In particular, if the function $g$ is univalent in $\mathbb{D}$, the above subordination is equivalent to $f(0)=g(0)$ and $f(\mathbb{D}) \subset g(\mathbb{D})$.

Definition 1. Let the functions $h, p: \mathbb{D} \rightarrow \mathbb{C}$ be constrained that

$$
\begin{equation*}
\min \{\mathbb{R}(h(z)), \mathbb{R}(p(z))\}>0(z \in \mathbb{D}) \text { and } h(0)=p(0)=1 \tag{3}
\end{equation*}
$$

A function $f \in \sigma$ given by (1) is said to be in the class $R_{\sigma}(\alpha, \gamma, h, p)$, if the following conditions are holds good.

$$
\begin{align*}
& \frac{\alpha \gamma z^{3} f^{\prime \prime \prime}(z)+(2 \alpha \gamma+\alpha-\gamma) z^{2} f^{\prime \prime}(z)+z f^{\prime}(z)}{\alpha \gamma z^{2} f^{\prime \prime}(z)+(\alpha-\gamma) z f^{\prime}(z)+(1-\alpha+\gamma) f(z)} \in h(\mathbb{D}) \quad(0 \leq \alpha, \gamma \leq 1) \\
& \text { and } \tag{4}
\end{align*}
$$

where $g(w)=f^{-1}(w)$.
We note that, by choosing appropriate values for $\alpha, \gamma, h$ and $p$, the class $R_{\sigma}(\alpha, \gamma, h, p)$ reduces to several earlier known subclasses of bi-univalent function.
(1) $R_{\sigma}(0,0, h, p)=B_{\Sigma}^{h, p}[1$, Definition 3]
(2) $R_{\sigma}(\alpha, 0, h, p)=R_{\sigma}(\alpha, h, p)[14]$
(3) $R_{\sigma}\left(0,0, \frac{1+(1-2 \beta) z}{1-z}, \frac{1-(1-2 \beta) z}{1+z}\right)=S_{\sigma}^{*}(\beta)(0 \leq \beta<1)$ [2, Definition 3.1]
(4) $R_{\sigma}\left(1,0, \frac{1+(1-2 \beta) z}{1-z}, \frac{1-(1-2 \beta) z}{1+z}\right)=C_{\sigma}^{*}(\beta)(0 \leq \beta<1)$ [2, Definition 4.1]
(5) $R_{\sigma}\left(0,0,\left(\frac{1+z}{1-z}\right)^{\beta},\left(\frac{1-z}{1+z}\right)^{\beta}\right)=S S_{\sigma}^{*}(\beta)(0 \leq \beta<1)[15]$
(6) $R_{\sigma}\left(1,0,\left(\frac{1+z}{1-z}\right)^{\beta},\left(\frac{1-z}{1+z}\right)^{\beta}\right)=S C_{\sigma}^{*}(\beta)(0 \leq \beta<1)[15]$

## 2. Coefficient Estimates

Theorem 1. Let $f$ given by (1) be in the class $R_{\sigma}(\alpha, \gamma, h, p)$. Then
$\left|a_{2}\right| \leq \min \left\{\sqrt{\frac{\left|h^{\prime}(0)\right|^{2}+\left|p^{\prime}(0)\right|^{2}}{2 R_{1}^{2}}}, \sqrt{\frac{\left|h^{\prime \prime}(0)\right|+\left|p^{\prime \prime}(0)\right|}{2\left[4 R_{2}-2 R_{1}^{2}\right]}}\right\}$
and
$\left|a_{3}\right| \leq \min \left\{\left[\frac{\left|h^{\prime}(0)\right|^{2}+\left|p^{\prime}(0)\right|^{2}}{2 R_{1}^{2}}+\frac{1}{8} \frac{\left|h^{\prime \prime}(0)\right|+\left|p^{\prime \prime}(0)\right|}{R_{2}}\right],\left[\frac{\left|h^{\prime \prime}(0)\right|\left[8 R_{2}-2 R_{1}^{2}\right]+\left|p^{\prime \prime}(0)\right| 2 R_{1}^{2}}{2\left[4 R_{2}-2 R_{1}^{2}\right]\left[4 R_{2}\right]}\right]\right\}$,
where

$$
\begin{aligned}
& R_{1}=(1+\alpha-\gamma+2 \alpha \gamma) \\
& R_{2}=(1+2 \alpha-2 \gamma+6 \alpha \gamma) \\
& R_{3}=(1+3 \alpha-3 \gamma+12 \alpha \gamma) \\
& R_{4}=(1+4 \alpha-4 \gamma+20 \alpha \gamma) .
\end{aligned}
$$

Proof. Let $f \in R_{\sigma}(\alpha, \gamma, h, p)$ and $g$ be the analytic extension of $f^{-1}$ to $\mathbb{D}$. It follows from (4) that

$$
\begin{equation*}
\frac{\alpha \gamma z^{3} f^{\prime \prime \prime}(z)+(2 \alpha \gamma+\alpha-\gamma) z^{2} f^{\prime \prime}(z)+z f^{\prime}(z)}{\alpha \gamma z^{2} f^{\prime \prime}(z)+(\alpha-\gamma) z f^{\prime}(z)+(1-\alpha+\gamma) f(z)}=h(z) \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\alpha \gamma w^{3} g^{\prime \prime \prime}(w)+(2 \alpha \gamma+\alpha-\gamma) w^{2} g^{\prime \prime}(w)+w g^{\prime}(w)}{\alpha \gamma w^{2} g^{\prime \prime}(w)+(\alpha-\gamma) w g^{\prime}(w)+(1-\alpha+\gamma) g(w)}=p(w) \tag{6}
\end{equation*}
$$

where $h(z)$ and $p(w)$ satisfy the conditions of Definition 1.
Furthermore the functions $h(z)$ and $p(w)$ have the following Taylor series expansions

$$
\begin{aligned}
h(z) & =1+h_{1} z+h_{2} z^{2}+\ldots \\
p(w) & =1+p_{1} w+p_{2} w^{2}+\ldots
\end{aligned}
$$

respectively.
Now from (5), we have

$$
\begin{align*}
a_{2} R_{1} & =h_{1}  \tag{7}\\
2 a_{3} R_{2} & =a_{2} h_{1} R_{1}+h_{2}  \tag{8}\\
3 a_{4} R_{3} & =a_{3} h_{1} R_{2}+a_{2} h_{2} R_{1}+h_{3}  \tag{9}\\
4 a_{5} R_{4} & =a_{4} h_{1} R_{3}+a_{3} h_{2} R_{2}+a_{2} h_{3} R_{1}+h_{4} . \tag{10}
\end{align*}
$$

From (6), we have

$$
\begin{align*}
a_{2} R_{1}= & -p_{1}  \tag{11}\\
2\left(2 a_{2}^{2}-a_{3}\right) R_{2}= & -a_{2} p_{1} R_{1}+p_{2}  \tag{12}\\
-3\left(5 a_{2}^{3}-5 a_{2} a_{3}+a_{4}\right) R_{3}= & \left(2 a_{2}^{2}-a_{3}\right) p_{1} R_{2}-a_{2} p_{2} R_{1}+p_{3}  \tag{13}\\
4\left(14 a_{2}^{4}-21 a_{2}^{2} a_{3}+6 a_{2} a_{4}+3 a_{3}^{2}-a_{5}\right) R_{4}= & (-1)\left[5 a_{2}^{3}-5 a_{2} a_{3}+a_{4}\right] p_{1} R_{3}  \tag{14}\\
& +\left(2 a_{2}^{2}-a_{3}\right) p_{2} R_{2}-a_{2} p_{3} R_{1}+p_{4} .
\end{align*}
$$

From (7) and (11), we obtain

$$
\begin{gather*}
h_{1}=-p_{1} .  \tag{15}\\
2 a_{2}^{2} R_{1}^{2}=h_{1}^{2}+p_{1}^{2} . \tag{16}
\end{gather*}
$$

From (8) and (12) we get

$$
\begin{equation*}
a_{2}^{2}=\frac{h_{2}+p_{2}}{\left[4 R_{2}-R_{1}^{2}\right]} . \tag{17}
\end{equation*}
$$

Therefore, we find from (16) and (17) that

$$
\left|a_{2}\right| \leq \sqrt{\frac{\left|h^{\prime}(0)\right|^{2}+\left|p^{\prime}(0)\right|^{2}}{2 R_{1}^{2}}}
$$

and

$$
\left|a_{2}\right| \leq \sqrt{\frac{\left|h^{\prime \prime}(0)\right|+\left|p^{\prime \prime}(0)\right|}{2\left[4 R_{2}-2 R_{1}^{2}\right]}}
$$

By using (8) and (12), we obtain

$$
\begin{equation*}
a_{3}=a_{2}^{2}+\frac{1}{4} \frac{\left(h_{2}-p_{2}\right)}{R_{2}} . \tag{18}
\end{equation*}
$$

Using (16) and (17) in (18), we have

$$
\begin{equation*}
a_{3}=\frac{h_{1}^{2}+p_{1}^{2}}{2 R_{1}^{2}}+\frac{1}{4} \frac{\left(h_{2}-p_{2}\right)}{R_{2}} \tag{19}
\end{equation*}
$$

and

$$
\begin{equation*}
a_{3}=\frac{h_{2}\left[8 R_{2}-2 R_{1}^{2}\right]+2 R_{1}^{2} p_{2}}{4\left[R_{2}-2 R_{1}^{2}\right]\left[4 R_{2}\right]} . \tag{20}
\end{equation*}
$$

We thus find that

$$
\left|a_{3}\right| \leq\left[\frac{\left|h^{\prime}(0)\right|^{2}+\left|p^{\prime}(0)\right|^{2}}{2 R_{1}^{2}}+\frac{1}{8} \frac{\left|h^{\prime \prime}(0)\right|+\left|p^{\prime \prime}(0)\right|}{R_{2}}\right]
$$

and

$$
\left|a_{3}\right| \leq\left[\frac{\left|h^{\prime \prime}(0)\right|\left[8 R_{2}-2 R_{1}^{2}\right]+\left|p^{\prime \prime}(0)\right| 2 R_{1}^{2}}{2\left[4 R_{2}-2 R_{1}^{2}\right]\left[4 R_{2}\right]}\right]
$$

This completes the proof of theorem.

## Remark 1.

(i) By taking $\gamma=0$ in Theorem 1, gives the estimate in [14].
(ii) For $\alpha=0, \gamma=0$ and $\alpha=1, \gamma=0$ Theorem 1 gives the estimates for the class starlike and the class convex function, which is given in [1] and [15] respectively.

## Remark 2.

(i) By taking $\alpha=0, \gamma=0, h(z)=\frac{1+(1-2 \beta) z}{1-z}$ and $p(z)=\frac{1-(1-2 \beta) z}{1+z}$ in Theorem 1, gives the estimates for starlike function of order $\beta$, obtained in [2].
(ii) By taking $\alpha=0, \gamma=0, h(z)=\left(\frac{1+z}{1-z}\right)^{\beta}$ and $p(z)=\left(\frac{1-z}{1+z}\right)^{\beta}$ in Theorem 1, gives the estimates for strongly starlike function, obtained in [2].
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## Remark 3.

(i) For the choice of $\alpha=1, \gamma=0, h(z)=\frac{1+(1-2 \beta) z}{1-z}$ and $p(z)=\frac{1-(1-2 \beta) z}{1+z}$ in Theorem 1, reduces to the estimates for convex function of order $\alpha$, obtained in [2].
(ii) For the choice of $\alpha=1, \gamma=0, h(z)=\left(\frac{1+z}{1-z}\right)^{\beta}$ and $p(z)=\left(\frac{1-z}{1+z}\right)^{\beta}$ in Theorem 1, reduced the result obtained in [15].

Theorem 2. If the function $f \in R_{\sigma}(\alpha, \gamma, h, p)$, then the coefficients $a_{n}(n=4,5)$ of $f$ satisfy

$$
\begin{aligned}
\left|a_{4}\right| \leq & \min \left\{\left(\frac{1}{2} \sqrt{\frac{\left|h^{\prime}(0)^{2}+p^{\prime}(0)^{2}\right|}{2 R_{1}^{2}}}\left[\left(\frac{R_{1}}{6 R_{3}}+\frac{5}{8 R_{2}}\right)\left|h^{\prime \prime}(0)\right|+\left(\frac{R_{1}}{6 R_{3}}-\frac{5}{8 R_{2}}\right)\left|p^{\prime \prime}(0)\right|\right]\right.\right. \\
& \left.+\frac{1}{36} \frac{\left|h^{\prime \prime \prime}(0)\right|+\left|p^{\prime \prime \prime}(0)\right|}{R_{3}}+\frac{1}{6 \sqrt{2}} \frac{\left|h^{\prime}(0)^{2}+p^{\prime}(0)^{2}\right|^{3 / 2}}{R_{1}^{2} R_{3}} R_{2}\right), \\
& \left(\frac{1}{2} \sqrt{\frac{\left|h^{\prime \prime}(0)\right|+\left|p^{\prime \prime}(0)\right|}{\left(4 R_{2}-2 R_{1}^{2}\right)}}\left[\left(\frac{R_{1}}{6 R_{3}}+\frac{5}{8 R_{2}}\right)\left|h^{\prime \prime}(0)\right|+\left(\frac{R_{1}}{6 R_{3}}-\frac{5}{8 R_{2}}\right)\left|p^{\prime \prime}(0)\right|\right]\right. \\
& \left.\left.+\frac{1}{36} \frac{\left|h^{\prime \prime \prime}(0)\right|+\left|p^{\prime \prime \prime}(0)\right|}{R_{3}}+\frac{1}{6 \sqrt{2}} \frac{\left|h^{\prime \prime}(0)+p^{\prime \prime}(0)\right|^{3 / 2}}{\left(4 R_{2}-2 R_{1}^{2}\right)^{3 / 2}} \frac{R_{1} R_{2}}{R_{3}}\right)\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
\left|a_{5}\right| \leq & \min \left\{\left(\frac{\left|h^{\prime}(0)^{2}+p^{\prime}(0)^{2}\right|^{2}}{4 R_{1}^{4}} K_{1}(\alpha)+\frac{\left|h^{\prime}(0)^{2}+p^{\prime}(0)^{2}\right|}{4 R_{1}^{2}}\left[K_{2}(\alpha)\left|h^{\prime \prime}(0)\right|+K_{3}(\alpha)\left|p^{\prime \prime}(0)\right|\right]\right.\right. \\
& \left.+\frac{\sqrt{\left|h^{\prime}(0)^{2}+p^{\prime}(0)^{2}\right|}}{6 \sqrt{2} R_{1}} K_{4}(\alpha)\left[\left|h^{\prime \prime \prime}(0)\right|+\left|p^{\prime \prime \prime}(0)\right|\right]+\frac{K_{5}(\alpha)}{4}\left|h^{\prime \prime}(0)+p^{\prime \prime}(0)\right|^{2}+\frac{K_{6}(\alpha)}{24}\left|h^{\prime \prime \prime \prime}(0)\right|\right), \\
& \left(\frac{\left|h^{\prime \prime}(0)+p^{\prime \prime}(0)\right|^{2}}{4\left[K_{7}(\alpha)\right]^{2}} K_{1}(\alpha)+\frac{\left|h^{\prime \prime}(0)\right|+\left|p^{\prime \prime}(0)\right|}{4\left[K_{7}(\alpha)\right]^{2}}\left[K_{2}(\alpha)\left|h^{\prime \prime}(0)\right|+K_{3}(\alpha)\left|p^{\prime \prime}(0)\right|\right]\right. \\
& \left.\left.+\frac{\left|h^{\prime \prime}(0)+p^{\prime \prime}(0)\right|^{1 / 2}}{6 \sqrt{2} \sqrt{K_{7}(\alpha)}} K_{4}(\alpha)\left[\left|h^{\prime \prime \prime}(0)\right|+\left|p^{\prime \prime \prime}(0)\right|\right]+\frac{K_{5}(\alpha)}{4}\left|h^{\prime \prime}(0)+p^{\prime \prime}(0)\right|^{2}+\frac{K_{6}(\alpha)}{24}\left|h^{\prime \prime \prime \prime}(0)\right|\right)\right\} .
\end{aligned}
$$

where

$$
\begin{aligned}
& K_{1}(\alpha)=\frac{1}{3} \frac{R_{1} R_{3}}{R_{4}}+\frac{1}{2} \frac{R_{2}^{2}}{R_{4}}-\frac{R_{1}^{2}}{R_{4}}+\frac{1}{4} \frac{R_{1}^{4}}{R_{4}} \\
& K_{2}(\alpha)=\frac{1}{6} \frac{R_{1}^{2}}{R_{4}}+\frac{5}{8} \frac{R_{1} R_{3}}{R_{2} R_{4}}+\frac{1}{4} \frac{R_{2}}{R_{4}}-\frac{1}{4} \frac{R_{1}^{2}}{R_{2} R_{4}} \\
& K_{3}(\alpha)=\frac{1}{6} \frac{R_{1}^{2}}{R_{4}}-\frac{5}{8} \frac{R_{1} R_{3}}{R_{2} R_{4}}-\frac{1}{4} \frac{R_{2}}{R_{4}}+\frac{1}{4} \frac{R_{1}^{2}}{R_{2} R_{4}} \\
& K_{4}(\alpha)=\frac{1}{6} \frac{R_{1}}{R_{4}} \\
& K_{5}(\alpha)=\frac{1}{32} \frac{R_{2}}{R_{4}} \\
& K_{6}(\alpha)=\frac{1}{4 R_{4}} \\
& K_{7}(\alpha)=4 R_{2}-2 R_{1}^{2} .
\end{aligned}
$$

Proof. From (9) and (13) we have

$$
\begin{equation*}
a_{4}=\frac{a_{2}}{6} \frac{R_{1}}{R_{3}}\left(h_{2}+p_{2}\right)+\frac{1}{6} \frac{\left(h_{3}-p_{3}\right)}{R_{3}}+\frac{1}{3} a_{2}^{3} \frac{R_{1} R_{2}}{R_{3}}+\frac{5}{8} a_{2} \frac{\left(h_{2}-p_{2}\right)}{R_{2}} . \tag{21}
\end{equation*}
$$

Using (16) and (17) in (21), we get

$$
\begin{equation*}
a_{4}=\sqrt{\frac{h_{1}^{2}+p_{1}^{2}}{2 R_{1}^{2}}}\left[\frac{R_{1}}{6 R_{3}}\left(h_{2}+p_{2}\right)+\frac{5}{8} \frac{\left(h_{2}-p_{2}\right)}{R_{2}}\right]+\frac{1}{6} \frac{\left(h_{3}-p_{3}\right)}{R_{3}}+\frac{1}{3} \frac{\left(h_{1}^{2}+p_{1}^{2}\right)^{3 / 2}}{(2)^{3 / 2}} \frac{R_{2}}{R_{1}^{2} R_{3}} \tag{22}
\end{equation*}
$$

and

$$
\begin{align*}
a_{4}= & \sqrt{\frac{h_{2}+p_{2}}{\left[4 R_{2}-2 R_{1}^{2}\right]}}\left[\frac{R_{1}}{6 R_{3}}\left(h_{2}+p_{2}\right)+\frac{5}{8} \frac{\left(h_{2}-p_{2}\right)}{R_{2}}\right]+\frac{1}{6} \frac{\left(h_{3}-p_{3}\right)}{R_{3}}  \tag{23}\\
& +\frac{1}{3} \frac{\left(h_{2}+p_{2}\right)^{3 / 2}}{\left[4 R_{2}-2 R_{1}^{2}\right]^{3 / 2}} \frac{R_{1} R_{2}}{R_{3}} .
\end{align*}
$$

We thus find that

$$
\begin{aligned}
\left|a_{4}\right| \leq & \frac{1}{2} \sqrt{\frac{\left|h^{\prime}(0)^{2}+p^{\prime}(0)^{2}\right|}{2 R_{1}^{2}}\left[\left(\frac{R_{1}}{6 R_{3}}+\frac{5}{8 R_{2}}\right)\left|h^{\prime \prime}(0)\right|+\left(\frac{R_{1}}{6 R_{3}}-\frac{5}{8 R_{2}}\right)\left|p^{\prime \prime}(0)\right|\right]} \\
& +\frac{1}{36} \frac{\left|h^{\prime \prime \prime}(0)\right|+\left|p^{\prime \prime \prime}(0)\right|}{R_{3}}+\frac{1}{6 \sqrt{2}} \frac{\left|h^{\prime}(0)^{2}+p^{\prime}(0)^{2}\right|^{3 / 2}}{R_{1}^{2} R_{3}} R_{2}
\end{aligned}
$$

and

$$
\begin{aligned}
\left|a_{4}\right| \leq & \frac{1}{2} \sqrt{\frac{\left|h^{\prime \prime}(0)+p^{\prime \prime}(0)\right|}{\left(4 R_{2}-2 R_{1}^{2}\right)}}\left[\left(\frac{R_{1}}{6 R_{3}}+\frac{5}{8 R_{2}}\right)\left|h^{\prime \prime}(0)\right|+\left(\frac{R_{1}}{6 R_{3}}-\frac{5}{8 R_{2}}\right)\left|p^{\prime \prime}(0)\right|\right] \\
& +\frac{1}{36} \frac{\left|h^{\prime \prime \prime}(0)\right|+\left|p^{\prime \prime \prime}(0)\right|}{R_{3}}+\frac{1}{6 \sqrt{2}} \frac{\left|h^{\prime \prime}(0)+p^{\prime \prime}(0)\right|^{3 / 2}}{\left(4 R_{2}-2 R_{1}^{2}\right)^{3 / 2}} \frac{R_{1} R_{2}}{R_{3}} .
\end{aligned}
$$

Using (10) and (14), we obtain

$$
\begin{equation*}
a_{5}=R_{1} R_{3} a_{2} a_{4}+\frac{1}{2} a_{3}^{2} R_{2}^{2}-a_{2}^{2} a_{3} \frac{R_{1}^{2}}{R_{4}}+\frac{1}{4} \frac{R_{1}^{4}}{R_{4}} a_{2}^{4}+\frac{1}{4} h_{4} \tag{24}
\end{equation*}
$$

and

$$
\begin{align*}
a_{5}=a_{2}^{4} & K_{1}(\alpha)+a_{2}^{2}\left[K_{2}(\alpha) h_{2}+K_{3}(\alpha) p_{2}\right]+a_{2}\left[K_{4}(\alpha)\right]\left(h_{3}-p_{3}\right)  \tag{25}\\
& +K_{5}(\alpha)\left(h_{2}-p_{2}\right)^{2}+K_{6}(\alpha) h_{4} .
\end{align*}
$$

Using (16) and (17), we get

$$
\begin{aligned}
\left|a_{5}\right| \leq & \frac{\left|h^{\prime}(0)^{2}+p^{\prime}(0)^{2}\right|^{2}}{4 R_{1}^{4}} K_{1}(\alpha)+\frac{\left|h^{\prime}(0)^{2}+p^{\prime}(0)^{2}\right|}{4 R_{1}^{2}}\left[K_{2}(\alpha)\left|h^{\prime \prime}(0)\right|+K_{3}(\alpha)\left|p^{\prime \prime}(0)\right|\right] \\
& +\frac{\sqrt{\left|h^{\prime}(0)^{2}+p^{\prime}(0)^{2}\right|}}{6 \sqrt{2} R_{1}} K_{4}(\alpha)\left[\left|h^{\prime \prime \prime}(0)\right|+\left|p^{\prime \prime \prime}(0)\right|\right]+\frac{K_{5}(\alpha)}{4}\left|h^{\prime \prime}(0)+p^{\prime \prime}(0)\right|^{2}+\frac{K_{6}(\alpha)}{24}\left|h^{\prime \prime \prime \prime}(0)\right|
\end{aligned}
$$

and

$$
\begin{aligned}
\left|a_{5}\right| \leq & \frac{\left|h^{\prime \prime}(0)+p^{\prime \prime}(0)\right|^{2}}{4\left[K_{7}(\alpha)\right]^{2}} K_{1}(\alpha)+\frac{\left|h^{\prime \prime}(0)\right|+\left|p^{\prime \prime}(0)\right|}{4\left[K_{7}(\alpha)\right]^{2}}\left[K_{2}(\alpha)\left|h^{\prime \prime}(0)\right|+K_{3}(\alpha)\left|p^{\prime \prime}(0)\right|\right] \\
& +\frac{\left|h^{\prime \prime}(0)+p^{\prime \prime}(0)\right|^{1 / 2}}{6 \sqrt{2} \sqrt{K_{7}(\alpha)}} K_{4}(\alpha)\left[\left|h^{\prime \prime \prime}(0)\right|+\left|p^{\prime \prime \prime}(0)\right|\right]+\frac{K_{5}(\alpha)}{4}\left|h^{\prime \prime}(0)+p^{\prime \prime}(0)\right|^{2}+\frac{K_{6}(\alpha)}{24}\left|h^{\prime \prime \prime \prime}(0)\right|,
\end{aligned}
$$

which gives a required estimate.
For $\alpha=0, \gamma=0, h(z)=\frac{1+(1-2 \beta) z}{1-z}$ and $p(z)=\frac{1-(1-2 \beta) z}{1+z}$, Theorem 2 gives the following estimate for starlike function of order $\beta$.
Corollary 3. If $f \in S_{\sigma}^{*}(\beta)$, then

$$
\begin{aligned}
& \left|a_{4}\right| \leq \min \left\{\frac{4}{3}(1-\beta)^{2}+\frac{2}{3}(1-\beta)+\frac{8}{3}(1-\beta)^{3}, \frac{4 \sqrt{2}}{3}(1-\beta)^{3 / 2}+\frac{2}{3}(1-\beta)\right\} \\
& \left|a_{5}\right| \leq \min \left\{\left[\frac{8}{3}(1-\beta)^{4}+\frac{8}{3}(1-\beta)^{3}+\frac{4}{3}(1-\beta)^{2}+\frac{1}{8}(1-\beta)^{2}+\frac{1}{2}(1-\beta)\right],\right. \\
& \\
& \left.\quad\left[\frac{1}{3}(1-\beta)^{2}+\frac{2 \sqrt{2}}{3}(1-\beta)^{3 / 2}+\frac{4}{3}(1-\beta)^{2}+\frac{1}{8}(1-\beta)^{2}+\frac{1}{2}(1-\beta)\right]\right\} .
\end{aligned}
$$

For the choice of $\alpha=0, \gamma=0, h(z)=\left(\frac{1+z}{1-z}\right)^{\beta}$ and $p(z)=\left(\frac{1-z}{1+z}\right)^{\beta}$ Theorem 2 gives the following estimate of strongly starlike function of order $\beta$.

Corollary 4. If $f \in S S_{\sigma}^{*}(\beta)$, then

$$
\begin{aligned}
\left|a_{4}\right| \leq \min & \left\{\frac{4}{3} \beta^{3}+\frac{2}{9} \beta+\frac{4}{9} \beta^{3}+\frac{8}{3} \beta^{3}, \frac{4 \sqrt{2}}{3} \beta^{3}+\frac{4}{9} \beta^{3}+\frac{2}{9} \beta\right\} \\
\left|a_{5}\right| \leq \min & \left\{\left[\frac{8}{3} \beta^{2}+\frac{8}{3} \beta^{4}+\frac{8}{9} \beta^{3}+\frac{4}{9} \beta+\frac{1}{2} \beta^{2}+\frac{5}{48} \beta^{4}+\frac{19}{48} \beta^{2}\right],\right. \\
& {\left.\left[\frac{1}{3} \beta^{4}+\frac{4}{3} \beta^{4}+\frac{4 \sqrt{2}}{9} \beta^{4}+\frac{2 \sqrt{2}}{9} \beta^{2}+\frac{1}{2} \beta^{4}+\frac{5}{48} \beta^{4}+\frac{19}{48} \beta^{2}\right]\right\} . }
\end{aligned}
$$

For the choices of $\alpha=1, \gamma=0 h(z)=\frac{1+(1-2 \beta) z}{1-z}$ and $p(z)=\frac{1-(1-2 \beta) z}{1+z}$, Theorem 2 gives the following estimate for convex function of order $\beta$.

Corollary 5. If $f \in C_{\sigma}^{*}(\beta)$, then

$$
\begin{aligned}
&\left|a_{4}\right| \leq \min \left\{\frac{1}{3}(1-\beta)^{2}+\frac{1}{6}(1-\beta)+\frac{1}{2}(1-\beta)^{2},\right. \\
&\left.\frac{5}{6}(1-\beta)^{3 / 2}+\frac{1}{3}(1-\beta)\right\} \\
&\left|a_{5}\right| \leq \min \{ \left\{\frac{7}{5}(1-\beta)^{4}+\frac{8}{15}(1-\beta)^{3}+\frac{8}{15}(1-\beta)^{2}+\frac{3}{20}(1-\beta)^{2}+\frac{1}{10}(1-\beta)\right], \\
& {\left.\left[\frac{7}{5}(1-\beta)^{2}+\frac{8}{15}(1-\beta)^{2}+\frac{4}{15}(1-\beta)^{3 / 2}+\frac{3}{20}(1-\beta)^{2}+\frac{1}{10}(1-\beta)\right]\right\} . }
\end{aligned}
$$

For the choices of $\alpha=1, \gamma=0, h(z)=\left(\frac{1+z}{1-z}\right)^{\beta}$ and $p(z)=\left(\frac{1-z}{1+z}\right)^{\beta}$
Theorem 2 gives the following estimate of strongly convex of order $\beta$.
Corollary 6. If $f \in S C_{\sigma}^{*}(\beta)$, then

$$
\begin{aligned}
& \left|a_{4}\right| \leq\left[\frac{1}{3} \beta^{3}+\frac{1}{2} \beta^{3}+\frac{1}{9} \beta^{3}+\frac{1}{18} \beta\right] \\
& \left|a_{5}\right| \leq\left[\frac{7}{5} \beta^{4}+\frac{8}{15} \beta^{4}+\frac{8}{45} \beta^{4}+\frac{4}{45} \beta^{2}+\frac{3}{10} \beta^{4}+\frac{1}{48} \beta^{4}+\frac{19}{240} \beta^{2}\right] .
\end{aligned}
$$

For the choice of $\gamma=0$ in Theorem 2 gives the estimate obtained in [14].

## 3. Second Hankel Determinant

The $q^{\text {th }}$ Hankel determinant (denoted by $H_{q}(n)$ ) for $q=1,2,3, \ldots$ and $n=1,2,3, \ldots$ of the function $f$ is the $q \times q$ determinant given by $H_{q}(n)=\operatorname{det}\left(a_{n+i+j-2}\right)$. Here $a_{n+i+j-2}$ denotes the entry for the $i^{\text {th }}$ row and $j^{\text {th }}$ column of the matrix. The second Hankel determinant $H_{2}(2)=a_{2} a_{4}-a_{3}^{2}$ for the class of functions whose derivative has positive real part, the classes of starlike and convex functions with respect to symmetric points have been studied in [3, 4]. The upperbound for the functional $H_{2}(2)$ for bi-starlike and bi-convex functions of order $\beta$ obtained in [8].

For the recent works on second Hankel determinant of certain subclass of analytic and biunivalent function (see $[6,9,13]$ ). In this section, we obtain second Hankel determinant for function in the class $R_{\sigma}(\alpha, \gamma, h, p)$.

To establish our results, we recall the following.
Lemma 7. [17] If $p \in \mathcal{P}$, then $\left|P_{k}\right| \leq 2$ for each $k \in N$, where $\mathcal{P}$ is the family of all functions $p$ analytic in $\mathbb{D}$ for which Re $p(z)>0, p(z)=1+p_{1} z+p_{2} z^{2}+\cdots$ for $z \in \mathbb{D}$.

Lemma 8. [18] If the function $p \in \mathcal{P}$, then

$$
\begin{aligned}
& 2 p_{2}=p_{1}^{2}+x\left(4-p_{1}^{2}\right) \\
& 4 p_{3}=p_{1}^{3}+2\left(4-p_{1}^{2}\right) p_{1} x-p_{1}\left(4-p_{1}^{2}\right) x^{2}+2\left(4-p_{1}^{2}\right)\left(1-|x|^{2}\right) s,
\end{aligned}
$$

for some $x, s$ with $|x| \leq 1$ and $|s| \leq 1$.
Theorem 9. Let $f$ given by (1) be in the class $R_{\sigma}(\alpha, \gamma, h, p)$, then

$$
\left|a_{2} a_{4}-a_{3}^{2}\right| \leq \begin{cases}R, & Q \leq 0, P \leq-\frac{Q}{4} \\ 16 P+4 Q+R, & Q \geq 0, P \geq-\frac{Q}{8} \\ & \text { (or) } Q \leq 0, P \geq-\frac{Q}{4} \\ \frac{4 P R-Q^{2}}{4 P}, & Q>0, P \leq-\frac{Q}{8}\end{cases}
$$

where

$$
\begin{aligned}
P & =\left[\frac{R_{2}}{3 R_{1}^{3} R_{3}}-\frac{1}{8 R_{1}^{2} R_{2}}-\frac{1}{3 R_{1} R_{3}}+\frac{1}{R_{1}^{4}}+\frac{1}{16 R_{2}^{2}}\right] \\
Q & =\left[\frac{1}{2 R_{1}^{2} R_{2}}+\frac{7}{3 R_{1} R_{3}}-\frac{1}{2 R_{2}^{2}}\right] \\
R & =\frac{1}{R_{2}^{4}} .
\end{aligned}
$$
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Proof. Let $f \in R_{\sigma}(\alpha, h, p), 0 \leq \alpha \leq 1$. Then from (5), (18) and (21), we have

$$
\begin{align*}
a_{2} a_{4}-a_{3}^{2}=\frac{1}{3} & \frac{h_{1}^{4} R_{2}}{R_{1}^{3} R_{3}}+\frac{1}{8} \frac{h_{1}^{2}\left(h_{2}-p_{2}\right)}{R_{1}^{2} R_{2}} \\
& +\frac{1}{6} \frac{h_{1}^{2}\left(h_{2}+p_{2}\right)}{R_{1} R_{3}}+\frac{1}{6} \frac{h_{1}\left(h_{3}-p_{3}\right)}{R_{1} R_{3}} \\
& -\frac{h_{1}^{4}}{R_{1}^{4}}-\frac{1}{16} \frac{\left(h_{2}-p_{2}\right)^{2}}{R_{2}^{2}} . \tag{26}
\end{align*}
$$

According to Lemma 8, we write

$$
\begin{align*}
2 h_{2} & =h_{1}^{2}+x\left(4-h_{1}^{2}\right) \\
2 p_{2} & =p_{1}^{2}+y\left(4-p_{1}^{2}\right) \\
\left(h_{2}-p_{2}\right) & =\left(\frac{4-h_{1}^{2}}{2}\right)(x-y) \tag{27}
\end{align*}
$$

and

$$
\begin{aligned}
& 4 h_{3}=h_{1}^{3}+2\left(4-h_{1}^{2}\right)\left(h_{1} x\right)-h_{1}\left(4-h_{1}^{2}\right) x^{2}+2\left(4-h_{1}^{2}\right)\left(1-|x|^{2}\right) z \\
& 4 p_{3}=p_{1}^{3}+2\left(4-h_{1}^{2}\right)\left(p_{1} y\right)-p_{1}\left(4-h_{1}^{2}\right) y^{2}+2\left(4-h_{1}^{2}\right)\left(1-|y|^{2}\right) w .
\end{aligned}
$$

Therefore, we have

$$
\begin{gather*}
h_{3}-p_{3}=\frac{h_{1}^{3}}{2}+h_{1}\left(4-h_{1}^{2}\right)(x+y)-\frac{h_{1}\left(4-h_{1}^{2}\right)}{4}\left(x^{2}+y^{2}\right) \\
+\frac{\left(4-h_{1}^{2}\right)}{2}\left[\left(1-|x|^{2}\right) z-\left(1-|y|^{2}\right) w\right] \tag{28}
\end{gather*}
$$

and

$$
\begin{equation*}
h_{2}+p_{2}=h_{1}^{2}+\left(\frac{\left(4-h_{1}^{2}\right)}{2}\right)(x+y), \tag{29}
\end{equation*}
$$

for some $x, y$ and $z, w$ with $|x| \leq 1,|y| \leq 1,|w| \leq 1,|z| \leq 1$.
Using (27), (28) and (29), then triangle inequality and letting $|x|=\lambda,|y|=\mu$ from the last equality, we obtain

$$
\left|a_{2} a_{4}-a_{3}^{2}\right| \leq T_{1}+T_{2}(\lambda+\mu)+T_{3}\left(\lambda^{2}+\mu^{2}\right)+T_{4}(\lambda+\mu)^{2}=F(\lambda, \mu)
$$

where

$$
\begin{aligned}
& T_{1}=\left[\frac{1}{4} \frac{1}{R_{1} R_{3}}+\frac{1}{3} \frac{R_{2}}{R_{1}^{3} R_{3}}+\frac{1}{R_{1}^{4}}\right] h_{1}^{4}+\frac{1}{6} \frac{h_{1}\left(4-h_{1}^{2}\right)}{R_{1} R_{3}} \\
& T_{2}=\left[\frac{1}{16} \frac{1}{R_{1}^{2} R_{2}}+\frac{1}{4} \frac{1}{R_{1} R_{3}}\right] h_{1}^{2}\left(4-h_{1}^{2}\right)(|x|+|y|) \\
& T_{3}=\left[\frac{1}{24} \frac{h_{1}^{2}\left(4-h_{1}^{2}\right)}{R_{1} R_{3}}-\frac{1}{12} \frac{h_{1}\left(4-h_{1}^{2}\right)}{R_{1} R_{3}}\right]\left(|x|^{2}+|y|^{2}\right) \\
& T_{4}=\frac{1}{64} \frac{\left(4-h_{1}^{2}\right)^{2}}{R_{2}^{2}}(|x|+|y|)^{2} .
\end{aligned}
$$

We need to maximize the function $F(\lambda, \mu)$ in the closed square $S=\{(\lambda, \mu)$ : $\lambda, \mu \in[0,1]\}$ for $h \in[0,2]$. We must investigate the maximum of the function $F$ in the case $h=0, h=2$ and $h \in(0,2)$.

Let $h=0$ then

$$
F(\lambda, \mu)=\frac{1}{4 R_{2}^{2}}(\lambda+\mu)^{2} \leq \max \left\{F(\lambda, \mu: \lambda, \mu \in S\}=\frac{1}{R_{2}^{2}} .\right.
$$

For $h=2$, The function $F(\lambda, \mu)$ is constant as follows

$$
\begin{align*}
F(\lambda, \mu) & =\left(\frac{1}{4 R_{1} R_{3}}+\frac{R_{2}}{3 R_{1}^{3} R_{3}}+\frac{1}{R_{1}^{4}}\right)  \tag{16}\\
& =\left(\frac{4}{R_{1} R_{3}}+\frac{16 R_{2}}{3 R_{1}^{3} R_{3}}+\frac{16}{R_{1}^{4}}\right) .
\end{align*}
$$

Now, let $h \in(0,2)$. In this case, we must investigate the maximum of the function $F$ according to $h \in(0,2)$ taking into account the sign of $\Delta=F_{\lambda \lambda} F_{\mu \mu}-F_{\lambda \mu}^{2}$.

Since $\Delta=4 T_{3}\left(T_{3}+2 T_{4}\right), T_{3}<0$ and $T_{3}+2 T_{4}>0$ for every $h \in(0,2), \Delta<0$; that is, the function $F(\lambda, \mu)$ cannot have a local maximum in the interior of the square $S$.

Now, we investigate the maximum of $F$ on the boundary of the square $S$.
For $\lambda=0$ and $\mu \in[0,1]$ (the case $\mu=0, \lambda \in[0,1]$ investigated). Similarly, we write

$$
F(0, \mu)=T_{1}+T_{2} \mu+\left(T_{3}+T_{4}\right) \mu^{2}=G(\mu)
$$

It is clear that $T_{3}+T_{4} \leq 0$ and $T_{3}+T_{4} \geq 0$ for some values of $h \in(0,2)$.
In the case $T_{3}+T_{4} \leq 0$, the function $G(\mu)$ cannot have a local maximum in the interval $(0,1)$, but $G(0)=T_{1}$ and $G(1)=T_{1}+T_{2}+T_{3}+T_{4}$ in the extremes of the interval $[0,1]$.

Let $T_{3}+T_{4} \geq 0$ for some values of $h \in(0,2)$. Then, the function $G(\mu)$ is an increasing function and the maximum occurs at $\mu=1$.

Therefore,

$$
\max \{G(\mu): \mu \in[0,1]\}=G(1)=T_{1}+T_{2}+T_{3}+T_{4}
$$

For $\lambda=1$ and $\mu \in[0,1]$ (the case $\mu=1$ and $\lambda \in[0,1]$ investigated).
Similarly, we write

$$
F(1, \mu)=\left(T_{3}+T_{4}\right) \mu^{2}+\left(T_{2}+2 T_{4}\right) \mu+\left(T_{1}+T_{2}+T_{3}+T_{4}\right)=H(\mu) .
$$

Similar to the above, we write

$$
\max \{F(1, \mu): \mu \in[0,1]\}=H(1)=T_{1}+2 T_{2}+2 T_{3}+4 T_{4}
$$

Thus, $G(1) \leq H(1)$, the maximum of the function $F(\lambda, \mu)$ occurs at the point $(1,1)$ and

$$
\max \{F(\lambda, \mu): \lambda, \mu \in S\}=F(1,1)=H(1)
$$

on the boundary of the square $S$.
Define the function $\phi:(0,2) \rightarrow \mathbb{R}$ as follows:

$$
\phi(h)=T_{1}+2 T_{2}+2 T_{3}+4 T_{4}=F(1,1) .
$$

Substituting the values of $T_{1}, T_{2}, T_{3}$ and $T_{4}$ in the expression of $\phi$, we obtain

$$
\begin{aligned}
\phi(h)= & {\left[\frac{R_{2}}{3 R_{1}^{3} R_{3}}-\frac{1}{8 R_{1}^{2} R_{2}}-\frac{1}{3 R_{1} R_{3}}+\frac{1}{R_{1}^{4}}+\frac{1}{16 R_{2}^{2}}\right] h^{4} } \\
& +\left[\frac{1}{2 R_{1}^{2} R_{2}}+\frac{7}{3 R_{1} R_{3}}-\frac{1}{2 R_{2}^{2}}\right] h^{2}+\frac{1}{R_{2}^{4}} \\
= & P t^{2}+Q t+R, \quad \text { where } t=h^{2} .
\end{aligned}
$$

Thus we have

$$
\left.\begin{array}{rl}
\max \phi(h)= & \left(Q \leq 0, P \leq-\frac{Q}{4}\right) \\
16 P+4 Q+R, & \left(Q \geq 0, P \geq-\frac{Q}{8}\right)(\text { or })\left(Q \leq 0, P \geq-\frac{Q}{4}\right) \\
\frac{4 P R-Q^{2}}{4 P}, & \left(Q>0, P \leq-\frac{Q}{8}\right) .
\end{array}\right\} \begin{array}{ll}
R, & \left(Q \leq 0, P \leq-\frac{Q}{4}\right) \\
\text { i.e., }\left|a_{2} a_{4}-a_{3}^{2}\right| \leq \begin{cases}R, & \left(Q \geq 0, P \geq-\frac{Q}{8}\right)(\text { or })\left(Q \leq 0, P \geq-\frac{Q}{4}\right) \\
16 P+4 Q+R, \\
\frac{4 P R-Q^{2}}{4 P}, & \left(Q>0, P \leq-\frac{Q}{8}\right) .\end{cases}
\end{array}
$$

which completes the proof.
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